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From fake news to papermills to plagiarizing chatbots, the knowledge objects 
that scholars, libraries and publishers, create, share and curate are subject to 
doubt. So how can we restore confidence in research? AI is here to stay, and 
will increasingly gain ground as a partner in the research process. But we need 
to make sure that what we create and curate together in this cyborgian
knowledge environment serves humanity, and the future we hope to create. 
This talk will raise a few questions and share a few examples on how<.>we 
can use AI to combat the challenges of doubt and misinformation in research. 
I'll discuss how AI can be used to verify sources, detect plagiarism and 
generate trustworthy research outputs. Additionally, we will explore the 
potential of AI to assist with data analysis, identify patterns and generate new 
insights. However, as we embrace AI in research, we must also be mindful of 
the ethical implications and potential biases that could arise. Ultimately, we 
need to work collaboratively to ensure that AI is used in a way that aligns with 
our values and contributes to a sustainable and equitable future for all.

My Abstract! What do you think? Any issues? 
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will increasingly gain ground as a partner in the research process. But we need 
to make sure that what we create and curate together in this cyborgian
knowledge environment serves humanity, and the future we hope to create. 
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My and ChatGPTs Abstract!



for language!

Language models can generate language answers 

that are either perfectly human and helpful or wildly 

inhuman or incorrect, without clear reasons as to 

which type of answer one will receive, leading to 

discomfort and distrust of the technology.

Is that a problem for you?
Uncanny valley



Actually, I made that picture… Or did I?

• Copyright? DOI? Ownership? 

• How do we archive, index, sell, share… publish this?



AI can help protect patients and train nurses

AI can do great things for scholarly communications:

AI can help explain scholarly outputs

• https://journals.lww.com/nurseeducatoronline/Citation/2023/05000/Impact_of_a_Virtual_Patient_Simulation_on_Nursing.6.aspx

https://www.elsevier.com/__data/assets/pdf_file/0006/901635/ACAD_L_SD_INFO_TechSDTopics_WEB.pdf

• https://competitions.codalab.org/competitions/25516

https://journals.lww.com/nurseeducatoronline/Citation/2023/05000/Impact_of_a_Virtual_Patient_Simulation_on_Nursing.6.aspx
https://www.elsevier.com/__data/assets/pdf_file/0006/901635/ACAD_L_SD_INFO_TechSDTopics_WEB.pdf
https://competitions.codalab.org/competitions/25516


But AI can also be biased:
Bias in data [Scheuermann et al]:

Scheuerman et al., “How We've Taught Algorithms to See Identity Constructing Race and Gender in Image Databases for Facial Analysis”, ACM HCI, CSCW May 2020,https://doi.org/10.1145/3392866

“Xenophobic machines: Discrimination through unregulated use of algorithms in the Dutch childcare benefits scandal” October 25, 2021 https://www.amnesty.org/en/documents/eur35/4686/2021/en/

Bias in algorithms [Amnesty International Report]:

https://doi.org/10.1145/3392866
https://www.amnesty.org/en/documents/eur35/4686/2021/en/


And AI can be weaponized:
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• https://www.the-geyser.com/chatgpt-says-its-not-an-author/ -- https://www.elsevier.com/about/policies/publishing-ethics/the-use-of-ai-and-ai-assisted-writing-technologies-in-scientific-writing

• Internal data but covered by Sarah Jenkins at https://www.stm-assoc.org/events/stm-research-integrity-master-class-2/

https://www.the-geyser.com/chatgpt-says-its-not-an-author/ -- 
https://www.elsevier.com/about/policies/publishing-ethics/the-use-of-ai-and-ai-assisted-writing-technologies-in-scientific-writing


What to do? RELX responsible AI principles:

Developed and implemented 
Algorithmic Impact Assessment tool

We train on bias protection in data 
algorithms and  follow up on spotted biases

Standards and practice on responsible AI rolled out across RELX

Accountability throughout Data Science Lifecycle, 
set of principles around e.g. LLMs

Signposting & integration of AI work with Data 
Protection & Privacy process

Here’s what that looks like in practice:

https://www.relx.com/~/media/Files/R/RELX-Group/documents/responsibility/download-center/relx-responsible-ai-principles-0622.pdf

On AI-assisted tools: https://www.elsevier.com/about/policies/publishing-ethics/the-use-of-ai-and-ai-assisted-writing-technologies-in-scientific-writing

https://www.relx.com/~/media/Files/R/RELX-Group/documents/responsibility/download-center/relx-responsible-ai-principles-0622.pdf


What to do?

“[…] we are far from developing a general detector of generated 

content. Each new model (say, GPT-4) for which we don’t have 

training data poses a new challenge, and any detector is likely to 

fail at identifying content generated with such a model…”

Collaborative Research!

Ecosystem participants, unite!

• https://aclanthology.org/2022.sdp-1.26/

• https://www.stm-assoc.org/stm-integrity-hub

• https://www.niso.org/press-releases/2021/07/stms-peer-review-taxonomy-be-formalized-ansiniso-standard/

https://aclanthology.org/2022.sdp-1.26/
https://www.stm-assoc.org/stm-integrity-hub


Let’s keep track of who did what to whom and when… 

Says AI Tool X on DATE Y

Says Editor Z on DATE V

No longer valid

Based on PAPER P

Be explicit about 

user of AI!



NISO Content Profile/Linked Document Group

Provenance standards: all together now!

https://pav-ontology.github.io/pav/

https://www.niso.org/standards-committees/cpld

W3C Provenance, Authoring and Versioning+



Building trust through provenance:
Machine 

readable 

provenance of 

annotations

Can be 

asynchronous, 

by different 

annotators, for 

different reasons



Here are a few ways in which AI may impact libraries and librarians in the humanities:

1. Discovery and Search: AI-powered search and discovery tools can help users find relevant resources quickly and efficiently, 

even among large collections. AI can also be used to improve the quality of search results by using natural language 

processing (NLP) and machine learning algorithms to understand the context and intent of user queries.

2. Personalization: AI-powered personalization systems can be used to provide users with tailored recommendations of resources 

based on their research interests and browsing history. This can help increase the relevance and effectiveness of library 

resources for users.

3. Content analysis and understanding: AI can be used to analyze large amounts of unstructured data, including text, images, and 

audio. For example, NLP techniques can be used to automatically extract key concepts, entities, and relationships from texts,

making it easier for librarians and researchers to analyze large collections of humanities materials such as books, journals, and 

manuscripts.

4. Digital Humanities: AI can also be used to support digital humanities research, such as text-mining, sentiment analysis and 

sentiment extraction, which can aid in research on large datasets of historical, literary and linguistic content.

5. Automation: AI can help automate repetitive tasks such as data entry, classification, and metadata creation. This can free up 

librarians' time to focus on more complex and value-adding tasks such as research support and instruction.

6. Metadata generation: With the help of machine learning, AI can help automate the process of metadata creation, speeding up 

the process and also providing more accurate descriptions of digital resources.

7. Preservation and Conservation: AI can help with the identification, preservation and conservation of digital heritage. For 

example, computer vision techniques can be used to help identify and preserve images and other media in digital collections.

Anything else re.: “How will AI influence the work of libraries and librarians, 

especially in the humanities?”

GPT3.5, 1/16/23



1. Discovery and Search: AI-powered search and 

discovery tools can help users find relevant resources 

quickly and efficiently, even among large collections,,,,

2. Personalization: AI-powered personalization systems 

can be used to provide users with tailored 

recommendations of resources based on their research 

interests and browsing history,,,

3. Content analysis and understanding: AI can be used to 

analyze large amounts of unstructured data, including 

text, images, and audio,,,,

4. Digital Humanities: AI can also be used to support 

digital humanities research, such as text-mining, 

sentiment analysis and sentiment extraction,,,

5. Automation: AI can help automate repetitive tasks such 

as data entry, classification, and metadata creation,,,

6. Metadata generation: With the help of machine 

learning, AI can help automate the process of metadata 

creation,,,

7. Preservation and Conservation: AI can help with the 

identification, preservation and conservation of digital 

heritage,,

1. Cataloging and metadata generation: AI can help automate cataloging processes and 

generate metadata for library resources. By using machine learning algorithms,,,

2. Semantic analysis and text mining: AI-powered semantic analysis and text mining can 

help librarians better understand and organize vast collections of texts in the 

humanities...

3. Improved search and discovery: AI can enhance search functionality by understanding 

natural language queries, providing more accurate and relevant search results...

4. Personalized recommendations: AI can analyze user behavior, preferences, and search 

history to generate personalized reading recommendation...

5. Enhanced digital collections: AI can be used to transcribe, translate, or annotate digital 

resources, making them more accessible and engaging for users. ...

6. Virtual research assistants: AI-powered research assistants can help patrons with tasks 

like literature reviews, citation management, and data analysis....

7. Digital humanities projects: AI can be used in various digital humanities projects, such as 

text analysis, topic modeling, and sentiment analysis, to gain new insights into historical 

texts, cultural artifacts, and other humanities resources.

8. Predictive analytics: AI can help librarians identify trends and emerging research areas 

in the humanities, enabling them to make informed decisions about collection 

development and resource allocation.

9. Skill development and training: AI-driven tools can be used to create personalized 

learning experiences for librarians, helping them...

Maybe ChatGPT has evolved in its thinking about this?

GPT3.5, 1/16/23 GPT4, 4/28/23
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help librarians better understand and organize vast collections of texts in the 
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3. Improved search and discovery: AI can enhance search functionality by understanding 

natural language queries, providing more accurate and relevant search results...

4. Personalized recommendations: AI can analyze user behavior, preferences, and search 

history to generate personalized reading recommendation...

5. Enhanced digital collections: AI can be used to transcribe, translate, or annotate digital 

resources, making them more accessible and engaging for users. ...

6. Virtual research assistants: AI-powered research assistants can help patrons with tasks 

like literature reviews, citation management, and data analysis....

7. Digital humanities projects: AI can be used in various digital humanities projects, such as 

text analysis, topic modeling, and sentiment analysis, to gain new insights into historical 

texts, cultural artifacts, and other humanities resources.

8. Predictive analytics: AI can help librarians identify trends and emerging research areas 

in the humanities, enabling them to make informed decisions about collection 

development and resource allocation.

9. Skill development and training: AI-driven tools can be used to create personalized 

learning experiences for librarians, helping them...

Um yeah. A relentless pace, indeed!

GPT3.5, 1/6/23 GPT4, 4/28/23

Similar (though not the same). 

In January but not in April.

New in April. 



How is this research published?How is this research published? shared?

Paperswithcode: https://paperswithcode.com/paper/llm-adapters-an-adapter-family-for-parameter

How is this research published? shared? used!

https://paperswithcode.com/paper/llm-adapters-an-adapter-family-for-parameter


From fake news to papermills to plagiarizing chatbots, the knowledge objects that 
scholars, libraries and publishers, create, share and curate are subject to doubt. So 
how can we restore confidence in research? AI is here to stay, and will increasingly 
gain ground as a partner in the research process. But we need to make sure that 
what we create and curate together in this cyborgian knowledge environment 
serves humanity, and the future we hope to create. This talk will raise a few 
questions and share a few examples on how<.>we can use AI to combat the 
challenges of doubt and misinformation in research.

I'll discuss how AI can be used to verify sources, detect plagiarism and generate 
trustworthy research outputs. Additionally, we will explore the potential of AI to 
assist with data analysis, identify patterns and generate new insights. However, as 
we embrace AI in research, we must also be mindful of the ethical implications and 
potential biases that could arise. Ultimately, we need to work collaboratively to 
ensure that AI is used in a way that aligns with our values and contributes to a 
sustainable and equitable future for all. </>

In Summary (1/16/23):



From fake news to papermills to plagiarizing chatbots, the knowledge objects that 

scholars, libraries and publishers, create, share and curate are subject to doubt. So 

how can we restore confidence in research? AI is here to stay, and will increasingly 

gain ground as a partner in the research process. But we need to make sure that 

what we create and curate together in this cyborgian knowledge environment 

serves humanity, and the future we hope to create. This talk will raise a few 

questions and share a few examples on how<.>we can leverage the power of AI to 

enhance the credibility and integrity of research. 

By developing robust systems that effectively detect and mitigate the risks of 

misinformation, plagiarism, and other unethical practices, we can work towards 

fostering a more reliable and trustworthy knowledge ecosystem. […]

In Summary (5/1/23):



1. First, we must create AI-driven tools that can effectively identify and filter out fake 
news and misinformation. This can be achieved by training machine learning models 
on vast datasets of verified and fact-checked content, enabling them to discern factual 
information from falsehoods. Additionally, these tools should be designed to flag any 
suspicious patterns or inconsistencies, prompting further investigation from human 
experts.

2. Second, we should implement stringent checks and balances to prevent paper mills 
and plagiarism from undermining the quality of published research. This involves 
developing advanced algorithms that can detect similarities between submitted 
manuscripts and previously published work, as well as cross-referencing authorship 
data to uncover potential conflicts of interest.

3. Third, we must focus on promoting transparency and open communication within the 
research community. This can be accomplished by creating collaborative platforms 
that facilitate peer review, reproducibility, and data sharing among researchers. AI can 
play a critical role in streamlining these processes, making it easier for scholars to 
collaborate and engage in rigorous scholarly discourse.

4. Lastly, we should invest in educating researchers, librarians, and publishers on the 
ethical use of AI in the research process. This includes providing resources and 
training on best practices for data management, algorithmic bias, and the responsible 
use of AI-generated content. […]

GPT4 elaborates on what we need to do:



By addressing these challenges, we 

can harness the full potential of AI to 

augment human intelligence, 

ensuring that the knowledge we 

create and share is reliable, 

trustworthy, and serves the greater 

good of humanity. 

As we move forward in this era of 

AI-assisted research, we must 

remain vigilant and dedicated to 

preserving the integrity of our 

shared knowledge, fostering a future 

where truth and innovation flourish.

Question that remains: Who are “we”??

https://www.nbcnews.com/news/writers-strike-2023-hollywood-screenwriters-ai-concerns-rcna82543

https://labs.openai.com/e/xj8Xu4KEZLAaegeCIRFmeAlY/Z0AceLjHov9yS09GYzc0bMQK

By addressing these challenges, we

can harness the full potential of AI to 

augment human intelligence, 

ensuring that the knowledge we

create and share is reliable, 

trustworthy, and serves the greater 

good of humanity. 

As we move forward in this era of 

AI-assisted research, we must 

remain vigilant and dedicated to 

preserving the integrity of our

shared knowledge, fostering a future 

where truth and innovation flourish.
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